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Abstract: The legitimacy of information and the trust of the public are both in jeopardy because of the swift rise in the amount
of false information that is disseminated through social media and other computerised platforms. Statistical characteristics are
the primary foundation for most conventional techniques that are used to detect false information in the news. However, these
characteristics often fail to account for the intricate variations in semantics and context found in news stories. This paper
introduces an enhanced fake news detection model that blends Bi-directional Long Short-Term Memory (Bi-LSTM) networks
with a self-attention mechanism to address this restriction. Bi-LSTM networks analyse text in both forward and backward
directions, enabling them to capture long-range contextual correlations within the content. The self-attention mechanism is an
additional feature that is incorporated into the model to improve its performance. It does this by dynamically assigning distinct
words and phrases in the text to different levels of priority. The Kaggle fake news dataset, also known as the ISOT public
dataset, is used to evaluate the model's performance.
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1. Introduction

The proliferation of fake news on digital platforms, particularly on social media, has become a significant concern in the modern
data ecosystem. Nowadays, the spread of misleading, fabricated, or manipulated news has significantly impacted public
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perception, shaped political opinions, and even altered the course of major global events. The rise of online platforms, such as
Facebook, Instagram, and Twitter, has made it easy to share information with large groups of people. But it finds it more
difficult for individuals to discriminate between trustworthy news and falsehoods [1]. Therefore, in situations such as elections,
public health crises, and environmental disasters. During this period, misinformation can create far-reaching consequences. In
light of the need for an automated system to efficiently detect and mitigate the spread of fake news, a proposal is made. Various
methods for identifying fake news have largely relied on linguistic and statistical features extracted from news articles. These
methods typically focus only on identifying certain keywords, sentence structures, or patterns within the text. While these
approaches can be useful in some cases, they often fall short in capturing the deeper contextual and semantic meaning of the
content [2]. Fake news can be subtly written, incorporating elements of truth to mislead the reader, making it difficult for
traditional models to detect inconsistencies effectively. Furthermore, these models tend to rely on predefined rules and may not
generalise well to diverse datasets, resulting in low detection accuracy, especially in complex or nuanced cases [3]. To overcome
these obstacles, new advances in deep learning have been made, driven by more enlightened approaches. In particular, neural
networks are a promising method, especially with the implementation of the Long Short-Term Memory (LSTM) algorithm.

It is more suitable for handling consecutive information in text form. LSTM models are designed to capture long-range
dependencies within the text, making them well-suited for understanding complex narratives. However, traditional LSTM
models process text in a unidirectional manner, meaning they can analyse data from start to finish or from finish to start, but
not both. This limitation can limit the model’s ability to fully understand the news article's context, which is crucial for accurate
fake news detection [4]. Bi-LSTM networks address this issue by processing the text in both forward and backward directions,
enabling the model to know the whole context of a sentence or article. This bidirectional processing enables Bi-LSTM networks
to retain more comprehensive contextual information, making them better equipped to detect subtle inconsistencies and
misleading narratives common in fake news. This selective focus enables the system to prioritise the most relevant parts of an
article while disregarding less significant information, thereby enhancing both the accuracy and efficiency of the detection
process. Unlike traditional models that treat all words equally, the self-attention mechanism allows for focusing on critical
elements, making it more effective for analysing lengthy and complex news articles [5]. Evaluated on publicly available ISOT
fake news dataset. The proposed model demonstrates superior performance compared to conventional fake news detection
systems. The model’s scalability and reliability make it a robust solution for real-world applications, offering a promising
method to counteract incorrect data and enhance the credibility of online data.

This work highlights the advanced deep learning techniques in the ongoing battle against fake news and misinformation on
digital platforms. In addition to Bi-LSTM, incorporating a self-attention mechanism further enhances the model’s capabilities.
Self-attention mechanisms enable the model to assign varying levels of significance to different words and phrases within the
text. By focusing on the most relevant words, the model can ignore less significant details, improving its efficiency and accuracy
in detecting fake news. This dynamic focus enables the model to handle long, complex articles more effectively, where certain
pieces of information may be more critical than others in determining the content's veracity. This paper proposes an enhanced
fake news identification model that combines the strengths of Bi-LSTM and self-attention procedures. By leveraging deep
learning techniques, the model can better understand context, prioritise important information, and detect subtle forms of
misinformation that other models might overlook. The proposed model is evaluated using publicly available datasets,
demonstrating its superior performance compared to traditional methods for detecting fake news. This approach offers a
promising solution to the growing problem of misinformation, providing a reliable and scalable tool for recognising fake news
in real-time across various digital platforms [6].

1.1. Key Contributions of this Study

o Development of a Self-Attention and Bi-LSTM (SA- Bi-LSTM) model for precise fake news identification.

e Comprehensive investigation of LSTM, Bi-LSTM, and Bi-LSTM with self-attention mechanisms.

e Performance evaluation using various metrics to assess the model’s effectiveness. Demonstration of the proposed
model’s improvements over traditional approaches.

e The integration of self-attention is pivotal for capturing long-range dependencies in textual data, while Bi-LSTM
models effectively retain context from both forward and backward sequences.

Together, these methods enable the model to analyse complex linguistic patterns within fake news articles. By using these
techniques, the proposed model aims to surpass the performance of traditional fake news identification systems.

2. Literature Review
Identifying fake news has emerged as a prominent research focus in recent years. Early approaches primarily relied on

traditional machine learning techniques such as Support Vector Machines (SVM), Decision Trees, and Naive Bayes. These
models focused on handcrafted features, such as word frequency, sentiment analysis, and readability metrics. While useful,
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these methods often struggled with high-dimensional text data and the nuances of language, resulting in limited accuracy. As
fake news detection tasks became more complex, there was a need for more advanced models capable of handling such
intricacies. The emergence of deep learning revolutionised the approach to text classification tasks, including fake news
detection. Models such as Convolutional Neural Networks (CNNs) and Recurrent Neural Networks (RNNs) have demonstrated
considerable success in processing textual data. CNNs have been particularly effective at extracting local features from text,
especially Long Short-Term Memory (LSTM) networks, which are adept at modeling temporal dependencies in sequential
data. According to Sastrawan et al. [7], a fake news detection method is highlighted using CNN, Bi-LSTM, and ResNet
architecture. This method is trained using four different datasets. Upon comparing the outputs, the bi-LSTM performs better
than the CNN and ResNet results.

Moreover, Matheven and Kumar [8] discussed a deep learning-based approach for detecting fake news in natural language. In
this scheme, a word-to-Vee model is integrated with an LSTM model, thereby exposing the characteristics of both models. The
model is trained and tested on a dataset comprising both real news and fake news. Independent variables, including the number
of training cycles, data diversity, and vector size, significantly influence the system's accuracy. Furthermore, Almandouh et al.
[9] described a technique to improve the performance of fake news detection. In this approach, various techniques, including
machine learning, ensemble learning, and deep learning, are applied. Furthermore, to optimise the performance, the
hyperparameters of transformer-based models, including BERT, XLNet, and ROBERTa, are tuned. The two datasets, AFND
and ARABICFAKETWEETS, have been processed. Furthermore, four deep learning models—CNN+LSTM, RNN+LSTM,
CNN+RNN, and Bi-GRU+LSTM—are discussed to analyse their superior performance in terms of accuracy, F1-score, and
loss metrics. Mohawesh et al. [10] demonstrated a framework for fake news detection using multilingual deep learning with a
capsule neural network.

Accordingly, a semantic approach is presented to identify fake news based on relational parameters, such as entities, facts, and
sentiments, which are derived from the text. The performance of this method is evaluated using the Tallip fake news dataset,
specifically in the conversion from English to English, Hindi, Indonesian, Vietnamese, and Swahili. Another study, conducted
by Rasul [11], could be applied to fake news identification, yielding significant improvements over traditional machine learning
models. However, these models were limited in their ability to capture the full context of a news article, as they considered
only the information, not both the information and its context simultaneously. The introduction of self-attention mechanisms,
particularly with the Transformer architecture, has opened up possibilities for natural language processing tasks. Recent studies
have demonstrated that self-attention mechanisms substantially enhance the performance of text classification models by
facilitating a deeper understanding of a document's nuances [12].

This capability is particularly beneficial for detection, where certain phrases or patterns may be more likely to contain fabricated
content than others. Bi-LSTM models have further enhanced the ability to understand text by processing it in both forward and
backward directions. This dual perspective allows Bi-LSTMs to capture a complete understanding of the context within a
sentence [13]. Due to their ability to consider context, Bi-LSTMs outperform standard LSTMs across various text classification
tasks, including sentiment analysis and fake news detection. Combining Bi-LSTM with self-attention mechanisms, it has
emerged as an approach to address the limitations of earlier models. Recent studies presented by Zhou et al. [14] proposed a
model that integrates Bi-LSTM with self-attention for fake news detection, demonstrating an improved accuracy. This hybrid
model leverages self-attention to focus on relevant parts of text while utilizing Bi-LSTM to maintain context from both
directions. This combination provides a solution to the challenges of recognising fake news.

3. Proposed Method
3.1. Dataset

The dataset utilised in this work is the ISOT dataset, which was carefully curated to provide a balanced representation of real
and fake news articles [15]. An esteemed and widely trusted news outlet, while the fake news samples were derived from
various unreliable sources, including Wikipedia and other dubious sites identified by PolitiFact, a well-known fact-checking
organisation. The dataset spans multiple domains, with a particular focus on political and international news, reflecting the
kinds of stories where misinformation is often prevalent. The dataset is split into two CSV files: one containing real news
articles labelled ‘1’ and another containing fake news articles labelled ‘0’. The real news file comprises 21,417 items, and the
fake news file comprises 23,481 items, for a total of 44,898 data points. The dataset includes key fields for each article, including
title, text, label (real or fake), and publication date. Articles were predominantly sourced from topics relevant to the
contemporary issues surrounding fake news during that period. The raw data was cleaned and processed, though the original
punctuation errors in fake news articles were retained to preserve authenticity. The ISOT dataset serves as a critical resource
for training and testing models for fake news identification, offering real-world challenges that mirror the complexity of
distinguishing genuine from fake news (Figure 1).

Vol.3, No.4, 2025 175



published text language ur main_img url type label  title without_stopwords  text_without_stopwords hasImage

author

Barracuda
Brigade

reasoning
with facts

Figure 1: Sample dataset
3.2. Bidirectional LSTM

While traditional LSTMs are highly effective at learning from sequential data, they have a limitation: they can only consider
past information when making predictions (Figure 2). This unidirectional processing means the model may miss valuable
information that could be derived from future data points within the sequence. Bidirectional LSTMs (Bi-LSTMs) were
introduced to address this limitation by allowing the model to examine input data in both forward and backward directions [16].
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Figure 2: Architecture of bidirectional LSTM

In a Bi-LSTM, two LSTM layers are utilised — one examines the input from the beginning to the end (forward LSTM), and
the other from the end to the beginning (backward LSTM). At each time, the hidden states from both the forward and backward
LSTMs are combined to provide a more comprehensive representation of the information. This bidirectional methodology
enables the arrangement to gather data from both past and future contexts, making it particularly useful for tasks such as fake
news identification, where both prior and subsequent words in an article can provide important clues about the news's
authenticity.

3.3. Bidirectional LSTM with Self-Attention
Despite improved performance, Bi-LSTMs still have limitations in their ability to focus on specific parts of the input. In huge
natural language processing (NLP) tasks, certain words or phrases are more important than others in the determination of the

final output [17]. This is also true in fake news identification, where specific keywords or terms may indicate whether a news
item is genuine. To address this, a self-attention mechanism can be integrated into the Bi-LSTM model (Figure 3).
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Figure 3: Bidirectional LSTM with self-attention

The self-attention mechanism assigns higher attention scores to words that are more relevant to the task at hand, thereby
weighting the significance of words in the input sequences. In the proposed model, the output is passed through an attention
layer that computes attention weights for each word in the input sequence. These attention weights are learned during training
and used to assign greater importance to words more likely to influence the final classification (real or fake news) [18]. By
incorporating self-attention, the model can focus on the most crucial words in the input sequence, thereby improving its ability
to distinguish genuine from fake news articles accurately. To prevent overfitting, randomly set a portion of the inputs to ‘0’
during training. The final output of the setup is obtained using a dense layer with a sigmoid activation function, which produces
a binary prediction indicating whether the news article is real or fake.

3.4. Self-Attention Mechanism

The Self-attention mechanism is widely used in computer vision, excelling at image classification, object recognition, and more
by enabling models to focus on key points in input data selectively. In this study, a self-attention layer is incorporated into the
neural network architecture [19]. The process begins by transforming the query, key, and value. Using convolutional layers
with a kernel size of 1, these matrices are reshaped into smaller dimensions. The dot product of the query and key matrices
generates an energy matrix, which is then passed through a Softmax function to produce an attention weight, highlighting the
most important features. This map is combined with the original input feature map and then passed through the remaining
network layers. The self-attention mechanism enables the network to dynamically adjust its focus, improving performance
across various vision tasks. Mathematically, the attention process is defined by:

Attention = softmax (query x key) Q)

Out = attention x value 2

This enhances the model’s capacity to prioritise essential features for the task at hand.

4. Result and Discussion

The setup was evaluated using both real and fake news dataset images, which were grouped into training and test sets. After
training for a specific epoch count, its performance is assessed using multiple metrics. Accuracy examined the overall
performance of the model; precision evaluated how accurately the model identified fake news; recall assessed the ability of the
setup to identify fake news; and the Fl-score provided a single performance metric that combined precision and recall.
Additionally, a confusion matrix was used to provide a detailed breakdown of the classification results, displaying true positives

and true negatives, as well as false positives and false negatives. These offered insights into the ability to identify fake news
accurately and highlighted areas where it should struggle.
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4.1. Input Dataset (Header)

The Author column lists the names of the individuals who wrote the news articles. This information helps identify the writer's
credibility and background. In cases where the author is not specified, the entry is marked as “No Author,” which may indicate
content aggregated from multiple sources or anonymously published material. Knowing the author can also help analyse
potential biases or expertise in the subject matter. The Published column provides the exact date and time when each news
article was made publicly available. The timestamp format includes both the day and the precise time, allowing readers or
analysts to track the timeliness and relevance of the content. This is particularly useful for monitoring breaking news or
comparing articles published on the same topic at different times (Figure 4).
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Figure 4: Input dataset (Header)

The Title column displays the headline or title of each article. Although the titles may sometimes appear truncated due to
display constraints, they are designed to give a concise summary of the article’s main subject. Headlines often employ attention-
grabbing words to attract readers, making them a key factor in assessing the article's focus and potential bias. The Text column
contains selected snippets or excerpts from the main content of the news articles. These summaries highlight the central ideas
or key points, enabling readers to quickly comprehend the content without needing to read the full text. This column is useful
for tasks such as sentiment analysis, keyword extraction, and automated summarisation. The Language column specifies the
language in which the article is written. For the provided dataset, all entries are in English, ensuring uniformity for natural
language processing and analysis tasks. Knowing the language is critical for text-based classification, translation, and cross-
lingual studies. The Site URL column provides the web address where the original article was published.

This allows users to verify the source, access the full article, and check the context in which the content appeared. It also plays
a role in evaluating the article's trustworthiness, as reputable sites are generally more reliable. The Main Image URL column
contains the direct link to the news article's featured image. These images are often used to summarise the story or to attract
the reader's attention visually. Images can also be analysed for content, relevance, or signs of manipulation when assessing the
authenticity of news. The Type column contains a numerical value that may represent different categories, classifications, or
source types related to the article. Examples of values include 1, 3, or 5, although the precise meaning of each number is not
explicitly defined in the dataset. This column can be important for organising articles by topic, format, or source, and may
support automated filtering or categorisation. The Label column indicates whether the article is classified as Fake or Real. This
is crucial for research and applications involving the detection of fake news, content verification, and automated fact-checking.
The label provides ground truth for training machine learning models, helping them learn patterns that distinguish trustworthy
from misleading news content.

4.1.1. Key words for Classification

The image you provided is a word cloud of keywords used for classification, likely from a text analysis or machine learning
model. The word cloud in the article represents the frequency, with larger words representing higher frequency or importance
in the corpus. In this particular word cloud, prominent keywords include “Trump,” “said,” “people,” “one,” and “Clinton.”
These terms are likely to feature prominently in discussions of political news, given the presence of prominent figures such as
Donald Trump and Hillary Clinton. Other significant words, including “time,” “election,” “country,” and “American,” suggest
themes related to political campaigns, governance, and public discourse. Smaller yet notable words, such as the “right,” “need,”
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“world,” and “government,” indicate the context within which the larger keywords are used. The overall focus appears to
revolve around political events, particularly elections and leadership. The word cloud may have been generated as part of a
classification task to determine whether the news articles were real or fake, with these keywords likely serving as predictive
features in the model. The visual emphasises the frequency of certain terms in the dataset that may contribute to the
classification process.

4.1.2. Types of News Articles

The Pie chart shows the different categories of news articles in a dataset. Each slice of the pie corresponds to a particular article
type, indicating its proportion in the dataset (Figure 5).

make

Figure 5: Keywords for classification

The BS (blue) category represents the largest portion of the dataset. Articles in this category are considered baseless (BS),
meaning they lack factual accuracy or credible evidence. These articles may include rumours, misinformation, or exaggerated
claims that cannot be verified through reliable sources. The prominence of this category highlights the prevalence of low-
quality or misleading news in the dataset, making it a critical focus for automated fake news detection and fact-checking
systems. The Conspiracy (orange) category covers articles that promote unverified, speculative, or far-fetched theories. These
articles often present alternative explanations for events that lack solid evidence or mainstream acceptance. The presence of
conspiracy content in the dataset underscores the challenge of identifying subtle forms of misinformation, as such articles may
appear plausible while still spreading misleading narratives. Understanding this category is important for developing models
that can differentiate between typical fake news and content specifically designed to manipulate or deceive through
conspiratorial claims (Figure 6).

satire

hate

conspiracy

bias

Figure 6: Types of articles (News)
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The Bias (green) category includes articles that are heavily opinionated or one-sided. These articles often reflect the author's
personal or organisational viewpoints rather than objective reporting. Bias can subtly influence readers’ perceptions, making it
important to identify and analyse such content, especially when building models to detect misinformation or politically slanted
news. The Hate (red) category encompasses articles that promote hate speech, discriminatory language, or content designed to
demean or attack individuals or groups. This category signals malicious intent and raises ethical concerns, underscoring the
need for careful monitoring and detection to prevent the dissemination of harmful or inflammatory material. The Satire (purple)
category comprises articles that humorously or sarcastically critique politics, society, or current events. While satirical content
is not intended to mislead, it can sometimes be misinterpreted as factual, presenting a unique challenge in news classification
and automated detection tasks.

The State (brown) category represents articles published by state-controlled or government-influenced media outlets. These
articles may reflect official narratives, propaganda, or selective reporting, making it crucial to differentiate between independent
reporting and content shaped by institutional interests. The Junk Science (pink) category includes articles that promote
pseudoscientific claims or misinformation about science and technology. These articles can mislead readers about scientific
facts, public health, or technological developments, emphasising the importance of verifying sources and evidence. The Fake
(grey) category covers a smaller portion of the dataset but includes articles with entirely fabricated content. These articles are
intentionally deceptive, aiming to misinform readers with false stories or claims, and are a key focus for fake news detection
research.

4.1.3. Output

The image distinguishes between websites that publish Real News and those that publish Fake News (Figure 7).

REAL NEWS OUTPUT

hebsites publishing real news:

FAKE NEWS OUTPUT

Websites publishing fake news:|'21st

Figure 7: Outputs

Real News Output (Top Section): This section lists reliable sources of real news. Some of these websites include:

100percentfedup.com
addictinginfo.org
dailywire.com
davidduke.com
newstarget.com

These sites are categorised as authentic news sources and are recognised for delivering factual, accurate content.

Fake News Output (Bottom Section): This part highlights websites known for publishing fake or misleading news. Some
websites in this category include 21stCenturyWire.com, abcnews.com.co, and AboveTopSecret.com. These sources are flagged
as unreliable, with a tendency to publish fabricated or exaggerated content, often intended to mislead the audience. This diagram
emphasises the importance of distinguishing between credible and non-credible news sources, guiding readers on where to find
trustworthy information and where to approach with scepticism. The provided image compares Real News and Fake News
articles based on their authors, source URLs, labels, and main image URLs (Figure 8).

o Real News (Left Panel): This section lists articles labelled as “Real” from the website 100percentfedup.com. All
entries are authored by “Fed Up.” An image accompanies each article. The uniformity across the author and source
sites suggests that these articles were classified as real and came from a consistent, trustworthy source.

o Fake News (Right Panel): This section contains articles labelled as “Fake” from 21stcenturywire.com. Various
authors are listed, including “No Author,” “Shawn Helton,” and “Mike Rivero,” indicating that some articles lack
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clear attribution, a potential red flag for fake news. The image URLs, which display diverse and potentially
sensational visuals, are linked to articles that were classified as fake, underscoring their misleading nature.

site_url label main_img url

100percentfedup.com

100percentfedup.com

100percentfedup.com

100percer

Figure 8: Real and fake news

The comparison between these two panels illustrates the differences between real and fake news, particularly emphasising the
importance of clear authorship, reliable sources, and factual reporting in distinguishing real news from fake or misleading
information.

5. Conclusion

The integration of the self-attention mechanism with Bidirectional Long Short-Term Memory (Bi-LSTM) offers a powerful
and accurate approach for identifying fake news in digital media. Bi-LSTM captures the sequential dependencies of the text by
processing the data in both forward and backward directions, which are essential for understanding context. However, relevant
parts of the text identify key elements that are crucial for discriminating between real and fake news. This combination enables
the model to handle complex and nuanced content more effectively than simpler approaches, resulting in higher accuracy in
identifying fake news. Furthermore, the setup's flexibility enables it to be applied across various types of data and languages,
making it a versatile tool in the global war against misinformation. Although computationally intensive, advancements in
machine learning and hardware are making these models more accessible. The self-attention with Bi-LSTM approach represents
a significant advancement in identifying fake news by leveraging deep contextual understanding and dynamic focus,
contributing to more reliable and intelligent information for processing systems.
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